
Methods for 
Optimising MC

Tim Harries 
University of Exeter



Variance reduction/
optimisation

• Monte Carlo simulations are stochastic and any quantity estimated using MC methods 
is noisy


• We can improve the estimates by increasing the number of photon packets


• Or we can use our knowledge of the physics to improve the signal-to-noise in our 
simulations


• And use our knowledge of physics to improve the speed of our simulations



p = L1 / (L1 + L2) 
do loop from 1 to N 
   r = uniform random deviate [0,1] 
   if (r < p) then 
      emit from star 1 
   else 
      emit from star 2 
  endif 
end do

Say we have two stars of luminosities L1 and L2 and we 
want to emit photon packets from our stars. Say we have 
N photon packets, the pseudo-code might look like:



p = L1 / (L1 + L2) 
do loop for i = 1 to N 
   if (i < N*p) then 
        emit from star 1 
    else 
        emit from star 2 
    endif 
end do 

But we don’t need to use the random number here, as we know what fractions of the 
photons are emitted by L1 and L2.

The advantage here is that we haven’t introduced unnecessary MC noise…

But what if the objects were very different luminosities? say 
L1 was a star and L2 was a planet so p ~ 0.9999



p = L1 / (L1 + L2) 
do loop from 1 to N 
   r = uniform random deviate [0,1] 
   if (r < p) then 
      emit from star 
   else 
      emit from planet 
  endif 
end do

In this case the planet signal is very noisy since p is close to unity - can we do better? 
We could instead produce more packets from the planet than indicated by the 
luminosity ratio, but give these packets a lower weight



N(star) = c * N * w = N * p 
N(planet) = (1-c) * N * w = N * (1-p)

Let’s make the probability of photon packets coming from the star c. We then need to 
weight the photon packets appropriately.

p = L1 / (L1 + L2) 
c = some fraction 
do loop for i = 1 to N 
   r = uniform random deviate [0,1] 
   if (r < c) then 
      w = p / c; emit from star 
   else 
      w = (1-p)/(1-c); emit from planet 
  endif 
end do

So we could set c=0.5, which means that we’d get an equal number of photon packets 
from the star and the planet, but of course the packets emitted by the planet have a 
lower weight (conserving energy!)



Let’s take this concept further. Let’s look at scattering in an envelope. If the envelope is 
very optically-thin most photons will pass straight though - but we might be interested 
in the signal from the scattered photons:

Image credit: Tom Robitaille

Decreasing envelope density, but same number of packets

The signal-to-noise in the rightmost image is disastrously low - how do we overcome 
this problem?



⌧esc r = rand[0, 1]

⌧ = � log(1� rw)

Force photon to scatter between 0 and tau_esc 

and weight packet by w.

Forced first scattering:

w = 1� e�⌧esc



Regular MC Forced first scattering

Image credit: Tom Robitaille

These models have the same number of photon packets, but in the RH image all 
photon packets contribute to the scattered light



Creating images and SEDS

As photon packets escape they can be binned by direction



w = p(✓,�)e�⌧obs

Peeling off
At each event (emission, scattering) the probability of a photon  

packet propagating to the observer is calculated.



What if medium is 
very optically thick?

Image credit: Tom Robitaille
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Fortunately the probability that a photon is still inside a homogeneous sphere after time t can be determined analytically. 
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where D is a diffusion coefficient and R0 is the radius of the sphere

We can then move a photon to the spherical surface, replacing 
millions of random walk steps by a single one 

Min et al. (2009), A&A, 497, 155 
Robitallie (2010), A&A, 520, 70



Path stretching
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Remember we are choosing the path length that photons move 
 from this PDF, which is biased towards small tau

We could modify this to make larger taus more probable

where

we must re-weight the packet by

Baes et al. 2016, A&A , 590, 55



Baes et al. 2016, A&A , 590, 55



Image credit: Tom Robitaille

In some cases photon packets just won’t penetrate optically-thick regions. Here we 
can use the diffusion approximation (very fast) with the know temperatures from MC 
estimates as boundary conditions.



High energy photon packets 
emitted in optically thick region

High energy packets split into
many lower energy packets in

optically thin region

Packet splitting



Russian roulette
At each step there is a probability p 

that a photon will be destroyed

   r = uniform random deviate [0,1] 
   if (r < p) then 
      kill packet 
   else 
      w_new = w_old / (1-p) 
  endif 



Monte Carlo codes hardly ever crash

They will almost always produce an 
image or a spectrum…



Correct

Under 
resolved



The under resolved model over-estimates the mid-IR!! 



Time-dependent RT, radiation 
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and the TORUS code
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Time-dependent RT

• Many interesting phenomena occur out of equilibrium 

• Traditionally time-dependent calculations employ flux-limited diffusion 

• Grey 

• Flux-limiter is essentially arbitrary 

• Radiation field can diffuse around obstacles

Harries, 2011, MNRAS, 416, 1500 





New MC algorithm

• Photon packets are used to determine the radiation energy density 

• Photon packet times-of-flight are followed 

• Matter interaction terms integrated explicitly 

• Method effective in both the optically thick, and crucially, the optically 
thin (free streaming) limit



✏ =
L�t

NEach photon packet has an energy

A photon packet i spends time in a cell of volume V
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We can relate the total path length a photon traverses in a cell to the time via
�ti = `i/c

The energy density and integrated mean intensity are simply related
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dug

dt
= cκur − 4πκB(ug)

1x10-14 1x10-12 1x10-10 1x10-8 1x10-6

Time (seconds)

1x102

1x104

1x106

1x108

1x1010

lo
g 

u

0 0.2 0.4 0.6 0.8 1
distance

0

1x1010

2x1010

3x1010

4x1010

5x1010

lo
g 

u

dur

dt
= −D

d2ur

dx2
D =

c

κ

u(x, t) =
1

√

4πDt
exp

(

−

x2

4Dt

)

Absorbing gas immersed in 
radiation field of much 
higher energy density





An application

• Standard flared disc (alpha=2.125, beta=1.125, 
rinner=5 R*, router=300AU, mdisc=0.01M*) 

• Illuminated by a typical CTTS (Teff = 4000K, R=2 
solar radii) 

• Accretion rate sinusoidally varies over a period of 
1h (1-5 × 10-8 solar masses per year).



An application

• Additional blue continuum will heat the disc, 
which will emit more near/mid-IR radiation 

• There will be a time-delay between the blue 
continuum and the disc’s response 

• Photon flight time 

• Thermal lag









A new RHD method
Harries,  2015, MNRAS, 448, 3156



Radiation hydrodynamics

r2� = 4⇡G⇢

dI⌫
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dρ

dt
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Radiation transport

Gravity

Mass conservation
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m  = photon packets entering cell

momentum per photon packet

The difference in momentum between packets entering and leaving a cell 
gives net momentum change of a cell

Radiation Pressure (I)
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Radiation Pressure (II)
Alternatively we can use an estimator of the flux to 

obtain the radiative force on a cell 

This estimator is better in the optically thin limit. 

This force is used to update the momentum in the 
hydrodynamics step
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Pure scattering Pure absorption

Radiation-driven shell
Harries, 2015, MNRAS, 448, 3156 



Bondi accretion Shu collapse
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Bondi-Hoyle accretion



A model of massive star 
formation



Parameter Value

Mass 100 solar

Density profile r -2

Radius 0.1 pc

rotation, rad s-1 5 ×10-13

Opacity MRN sizes, silicate grains

Max resolution 13 AU

Initial conditions



MidplaneSide on

10000 AU20000 AU





Comparison with 
observations



Red MSX Source Survey (Lumsden et al. 2002)







Dispersal of gas from clusters

H alpha
[OIII] 5007
[SII] 6731



Ali, Harries, Douglas (2018), MNRAS, 477, 5422









Summary
• It is now possible to conduct RHD simulations 

with a level of microphysical detail comparable 
to dedicated RT codes such as Cloudy

• We rely on the embarrassingly parallel nature of 
MC methods

• We can make direct comparisons with 
observations via synthetic observations



The TORUS code
• Flexible tool for computing images and spectra for a wide variety of objects with 

circumstellar material, e.g. 

• O-star and WR star winds (atomic lines and continuum) 

• Symbiotic binary stars (Raman scattered lines) 

• Classical T Tauri stars (atomic lines and dust continuum) 

• Herbig Ae/Be stars (dust continuum) 

• Stellar clusters (dust continuum) 

• Molecular Clouds (molecular lines and dust continuum) 

• Spiral galaxies (21cm line)

 





Outputs

Data cube

Stokes 
intensity 
image

SED

Line  
spectrum

Final RT 
process
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transport
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Analytical 
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mesh 
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The micro- 
physics
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Molecular 
statistical 
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Radiative  
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Photoionisation 
equilibrium

Hydro-
dynamics

The TORUS radiation-hydrodynamics code



Technical aspects
• Written in modular Fortran 90 (code base is ~250000 lines) 

• Stored in git on bitbucket 

• Parallelized under MPI and openMP 

• Minimal external libraries required (MPI plus cfitsio if you 
wish to create FITS output) 

• Test suite run nightly 

• Compiles on a wide variety of architectures



Numerical aspects

• Variables (density, temperature, velocity etc) held 
on an adaptive mesh 

• Either 3D cartesian (octal tree) 

• or 2D cylindrical (quad tree) 

• or 3D cylindrical polar (mixture of octal/quad)





Science aspects
• Atomic spectral lines 

• Solves statistical equilibrium using either the 
Sobolev approximation or in the co-moving frame 

• Does not currently perform radiative equilibrium 
for the atomic case (i.e. need a temperature 
structure) 

• Line transfer followed in all four Stokes intensities 
(spectropolarimetry)



Harries, MNRAS, 2000, 315, 722 



Science aspects
• Photoionization 

• Monte-Carlo estimators for the photoionization rate 

• Full radiative equilibrium inc. dust 

• Similar method to (but not as detailed in atomic physics as) 
Barbara Ercolano’s Mocassin code and Kenny’s 
photoionization code



Science aspects
• Dust continuum transfer 

• Radiative equilibrium solving using Lucy’s (1999,  A&A, 
344, 282) Monte-Carlo algorithm 

• Multiple dust species, dust sublimation, vertical 
hydrostatic equilibrium in discs 

• Stokes intensities followed (polarization images, spectra)



Harries, Monnier, Symington & Kurosawa 
(2004)



Tannirkulam et al. , 2008,  ApJ, 689, 513 

Tannirkulam et al. , 2008,  ApJ, 677, 51 

Tannirkulam et al. , 2007,  ApJ, 661, 374 



Hall et al., 2016, MNRAS, 458, 306



Kurosawa, Harries, Bate & Symington, 
2004, MNRAS, 351, 1134



Molecular lines
• David Rundle’s PhD thesis 

• Statistical equilibrium solved using co-moving frame transfer 
with Monte-Carlo direction sampling (modified version of the 
MC accelerated lambda iteration method of Hogerheijde & 
van der Tak 2001)  

• Rundle et al. 2010, MNRAS, 407, 986
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Rundle, Harries, Acreman & Bate, 2010, MNRAS,  407, 986



Cleeves, Bergin & Harries, 2015, ApJ, 807, 2

Accreting planet in a disc



Cleeves, Bergin & Harries, 2015, ApJ, 807, 2



Using TORUS

• The publicly available version is on bitbucket 

• There will be an exercise sheet on cloning, compiling, and 
running the code available on the summer school website 
this afternoon!

 



Installing TORUS
• You will need 

• The source code and data files (grain optical 
constants) from the TORUS pages 

• The cfitsio library (if you want write or read FITS 
images)  

• The VISIT visualisation code (to view the AMR mesh. 
Binaries are available from

http://heasarc.gsfc.nasa.gov/fitsio/

https://wci.llnl.gov/codes/visit/



Running TORUS

• There is a user manual on the TORUS website 

• TORUS models are set up using a parameters file 
that is text file containing keywords and values



Part of a TORUS parameters file



What to do next

• If you want to install and run a test model using 
TORUS then please feel free 

• Try running the sample parameters file from the 
web (a dusty disc) and calculate some SEDs and 
images...



Have fun!


